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Deep Learning Is Everywhere

&

MATLAB framework makes Deep Learning
Easy and Accessible
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Deep Learning is Everywhere

Computer Vision

= Pedestrian and traffic sign detection

« Landmark identification

= Scene recognition

= Medical diagnhosis and drug discovery

Text and Signal Processing
= Speech Recognition
= Speech & Text Translation

Robotics & Controls
MATLAB TOUR 2017 and many more...
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Deep Learning Use Case
e.g. Automated Driving

& Deployable Video Player = O X

MATLAB TOUR 2017
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What is Deep Learning?

MATLAB TOUR 2017
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Deep Learning is a Subset of Machine Learning
e.g. Google Captioning Project

- '.‘:,'“ *\f"‘:“%iz‘-\'};q_ B P del
s

Machine learning is the science of getting computers
to act without being explicitly programmed.

Deep learning algorithms can learn tasks directly from
data, eliminating the need for manual feature
selection.

http://googleresearch.blogspot.com/2014/11/a-picture-is-worth-thousand-coherent.html

MATLAB TOUR 2017
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Shallow Machine Learning Workflow

Train: Iterate until you find the best model
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Cat

Dog

Bird

Car
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What is Deep Learning?

Deep learning is a type of machine learning that learns tasks
directly from data
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What is Deep Learning?
Cat
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Why is Deep Learning so popular now?
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Source: ILSVRC Top-5 Error on ImageNet
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Deep Learning Enablers

60x Faster Training in 3 Years

1. Acceleration with GPU’s

2. Massive sets of labeled data EE =t i

3. Availability of state of the art models from experts et
VGG 16
MATLAB TOUR 2017 M oane L§
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

« Handle and label large sets of images

= Accelerate deep learning with GPUs

= Visualize and debug deep neural networks
AlexNet
VGG:16

= Access and use models from experts Caffe

MODELS

MATLAB TOUR 2017
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Convolutional Neural Networks

= Train “deep” neural networks on structured data (e.g. images, signals, text)
= Implements Feature Learning: Eliminates need for “hand crafted” features
= Trained using GPUs for performance

e
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Convolution + Convolution + Flatten Fully Softmax
Input u ReLu Pooling RelLu Pooling AN Connected W,

MATLAB TOUR 2017 Feature Learning Classification .
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Convolution Layer

Core building block of a CNN
Convolve the filters sliding them across the input, computing the dot

product 3 ; 2
= = <t
il dot 3 % S/ézg
/ <><> <3( >3 sum 3 L
p S
> dot 3 W2
</; _+

= Intuition: learn filters that activate when they “see” some specific feature

MATLAB TOUR 2017
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Image classification using pre-trained network

Training a Deep Neural Network from scratch

Transfer learning to classify new objects

Locate & classify objects in images and video

4\ MathWorks

15



Agenda
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Training a Deep Neural Network from scratch

Transfer learning to classify new objects

Locate & classify objects in images and video

4\ MathWorks
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Image classification using pre-trained network

1 clear

2 camera = webcam(); % Connect to the camera

3
4
5 picture = camera.snapshot; % Take a picture
6
7 ‘File Edit View Insert Tools Desktop Windov; Help
NEdS R RNODLL- S 08 ad
coffee mug
8 image (picture) ; % Show the picture | = g
40 1
9 % |
10 8 W
11 100 1

120
140
160
180
200 B

MATLAB TOUR 2017 Deep Learning in 11 Lines of MATLAB Code 20
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https://www.mathworks.com/matlabcentral/fileexchange/60659-deep-learning-in-11-lines-of-matlab-code
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Image classification using pre-trained network

cup (58,96 %)

coffeemug (30.18 %)

mixing bowl (10.19 %)

pitcher (0.25 %)

resso (0.24 %)

MATLAB TOUR 2017
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Image classification using pre-trained network

- \

Transfer learning to classify new objects

Locate & classify objects in images and video

@\ MathWorks
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Two Deep Learning Approaches
Approach 1: Train a Deep Neural Network from Scratch

Configure and train a CNN (convolutional neural network)
« Configure a network architecture to learn a specific task
« Gather a training set with massive amount of training data

CAR v
CONVOLUTIONAL NEURAL NETWORK (CNN)
LEARNED FEATURES 95% TRUCK X
3%
- - . .
» o
= = P °
2%
BICYCLE X

Use when necessary:
Training data Thousands to millions of labeled images

Computation Compute-intensive (requires GPU)
Training Time Days to weeks for real problems
MATLAB TOUR 2017 Model accuracy High (but can overfit to small datasets)

@\ MathWorks
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Demo: Classifying the CIFAR-10 dataset

Approach 1: Train a Deep Neural Network from Scratch

Objective: Train a Convolutional Neural ~— airplane ek B B2 - |55 O A 0 o
Network to classify the CIFAR-10 dataset  automovite 21 00 T2 K il B o 5
v Bl NG §

Data:

Input Data Thousands of images of ::r =5;=
10 different Classes — ,' N B OSF Ele I =t
Response AIRPLANE, AUTOMOBILE, @09 ‘E‘&nuﬂﬁ ‘

BIRD, CAT, DEER, DOG, frog
FROG, HORSE, SHIP, TRUCK

EEESESDAEE
e P
Approach: ship =T =P

— Import the data truck d'h’iﬂ'

— Define an architecture

— Train and test the CNN Data Credit: Learning Multiple Layers of Features from Tiny Images, Alex Krizhevsky, 2009.
MATLAB TOUR 2017 https://www.cs.toronto.edu/~kriz/cifar.html

horse
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https://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf
https://www.cs.toronto.edu/~kriz/cifar.html
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Demo: Classifying the CIFAR-10 dataset

Approach 1: Train a Deep Neural Network from Scratch

HOME S SHC S
ga g | @ ($x | eeRBEO- EY Birnsecin (2
New Open Save (Ecomere - | oeo - | coment 35 Breoiponts  Run  Runand L Advance  Runand

FILE  NAVIGATE | EDIT 1 INTS | RUN

<> EE » C: » sandbox » math » deepleaming » CiFARTraining » R
Current Folder ® E Editor - C:\sandbox\math\deepLearning\CiFARTraining\cifarlOCNN_imds.m ® x

[7) Name « Git | cifarlOCNNimds.m %2 | 4 |
cifar10Test i w1 %% Classifying the CIFAR-10 dataset using Convolutional Neural Networks 2
. 1 - 2 % This example shows how to train a Convolutional Neural Network (CNN) from

@ airplane : 3 % scratch using the dataset CIFARI1O.

@ automobile 4 %

@ bird 5 % Data Credit: Krizhevsky, A., & Hinton, G. (2009). Learning multiple

= cat 6 % layers of features from tiny images.

@ deer 7

dog 8 % Copyright 2016-2017 The MathWorks, Inc.

frog 9

= horse 10 %% Training Data

ship ) il == imdsTrain = imageDatastore(fullfile(pwd, 'cifarl0Train'),... ol
"Em tr(:';:'f i : 1z 'IncludeSubfolders', true, 'LabelSource', 'foldernames'); [
Workspace ®  Command Window ®
Name « Class Size fx >>
< >
1111+ Ready script Ln 12 Col 60

MATLAB TOUR 2017
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Agenda
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Image classification using pre-trained network

e

Training a Deep Neural Network from scratch

TS ————

Locate & classify objects in images and video

23



Why train a new model?

= Models from research do not work on your data

= Pre-trained model not available for your data

= Improve results by creating a model specific to your problem

MATLAB TOUR 2017

4\ MathWorks'
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Two Deep Learning Approaches
Approach 2: Fine-tune a pre-trained model (transfer learning)

CNN already trained on massive sets of data
« Trained model has robust learned representations
« Can then be fine-tuned for new data or task using small/medium-size datasets

FINE-TUNE NETWORK WEIGHTS

NEW DATA
Use when possible:
Training data

Computation
Training Time
MATLAB TOUR 2017 Model accuracy

' DOG
B ﬂ PRE-TRAINED CNN H NEW TASK
' | CAT x

Hundreds to thousands of labeled images (small)
Moderate computation (GPU optional)

Seconds to minutes

Good, depends on the pre-trained CNN model

25
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Why Perform Transfer Learning

= Requires less data and training time

« Reference models (like AlexNet, VGG-16, VGG-19) are great feature extractors

= Leverage best network types from top researchers

MATLAB TOUR 2017
26
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Demo: Classify Vehicles With Transfer Learning
Approach 2: Fine-tune a pre-trained model (transfer learning)

c c c c °
ol o o ol o o L
ol = = < = K T
; 8 ; ;, 8 XX ; 3 5 et 1000 Category
= i < > b S Classifier
AlexNet
New Data o l
:_a e ‘ Car .
- ) suv .
i 5 Category
icku 2 Jt
i P P — Classifier
\_ ) van —

truck —

27
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Demo: Classify Vehicles With Transfer Learning
Approach 2: Fine-tune a pre-trained model (transfer learning)

S 0 S IS| VIEW
Find Files. Insert gl -
2 @O e Er T R e (2
New Open
i

1= - v 07 @

Save {15 Copare ‘Qﬂs‘m’ W.é,B ‘Bfenpuls Run  Runand | Advance Runand
Pt v (Fnd v edent [ o > v Advance Tme
EDIT [BREAKPOINTS | RUN

FiLE | NAVIGATE

%23 > @A » C: » sandbox » math » deeplearning » TransferLearning_Vehicles viR
Current Folder [OB ¥ Editor - C:\sandbox\math\deepl earning\ Transferlearning_Vehicles\Transferl earningDemo.m
Name ~ Git | TransferLeamingDemo.m = | + |
= AT =0

# createSavedFiles.m © 7

[ Demo1_TransferLea... © 8 %% Load Image Data

Z plotTrainingAccura... © 9 % Data is 5 different categories of automobiles

“processimage.m o 10 % Create an imageDataStore to read images

“readAndPreprocess... © 1L

“1ShowVideo.m o 12 % Load in input images

HstopTrainingAtThre... © 13— imds = imageDatastore('../ImageSetFinal/', 'IncludeSubfolders',6 true,...

i testFilenames48.mat © 14 'LabelSource', 'FolderNames') ;

1 testFrame.mat o 15

Htestim.mat 9 16 — imds.countEachLabel

HtrainedNetdf tect. ... © 2l 5
VisualizeActivations.m (Script) A v
Workspace ® | Command Window ®
Name « Class Size fx >>

script [tn 8 Col 1

MATLAB TOUR 2017
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Image classification using pre-trained network

Training a Deep Neural Network from scratch

Transfer learning to classify new objects

@\ MathWorks
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Is Object Recognition/Classification Enough?

_ Label for entire image

Car? SUV? Truck?

MATLAB TOUR 2017

4\ MathWorks
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Object Detection — Locate and Classify Object

MATLAB TOUR 2017

4\ MathWorks'
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Goal: Create Object Detector to Locate Vehicles

Step 1: Label / Crop data
Step 2: Train detector

Step 3: Use detector

MATLAB TOUR 2017
32



Label Images with MATLAB

ROIBHLG L D00

e
To begin, click the Add Images button.

ROI Labels

MATLAB TOUR 2017

4\ MathWorks'
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Labeling Videos with MATLAB

4\ Ground Truth Labeler = X
Y - o o O
= 5 Sos [— ‘
T 0 R S =L i E B &
& ZoomOu [ ShowROILabels = et >
Load Save Import ROl Automate  ViewLabel  Expont
- v Labels v | {") Pan T Show Scene Labels () Configure Automation Cahok i
FILE MOOE VIEW AUTOMATE LABELING SUMMARY EXPORT z |
ROI Label Definition | 01_city c2s_fow_10s.mp4 |
q.rj Define new ROI label Scene Labels
-Sunny
ooom [ Ishadows
b car | B
» laneMarker j ---
Scene Label Definition
' ‘QP Define New Scene Label
(®) Curent Frame Add Label
OTimemens _ Remors Labo Manually label
> Sunny 1o regions of interest
» Shadows |
j 04 20900 10000 N T CT| Zoom Out Time Interval
| Stant Time Current End Time Max Time

MATLAB TOUR 2017
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Demo: Vehicle detection using Faster R-CNNs

Rl U e S search Documentation

SHORTCUTS
E&, ) ﬁ L?Findﬁlu P Insed;El) fx - I) L@ ST >
New Open Save [ Chmae s E:MG“TO' Cemeent 19 Ed i Breakpoints Run Run and @Am”w Run and
= - = 4 Find v indent |5 | w2 |7 - v Advance Time.
FILE. NAVIGATE EDIT BREAKPOINTS RUN z
S EHE » C » sandbox » math » deepleaming » VideoDetection »
Current Folder ® ‘z'f{ M\M\MLQME\V‘MMM&\\MMJ“
Name Git VehicleDetection.m createCNN.m PlayVideoDetection.m < | +
= vehicles == o
“createCNN.m 2
i faster_rcnn_stage 4... 58 o B B4 E T @m0 @
“PlayVideoDetection... - 59 e =l e T ook O S, 2ol e
. . . 60 Session Session v Session v Images ROl v ROILabel ) Pan ROIs.
“IVehicleDetection.m Fie wooe 'exeort Iresources =
& vehicleRois.mat 61 feta ey © image_00001
& [ Images
652 To begin, click the Add Images button.
63  image 00001 |
64 L
65— ruck') ;
66
ROIs: 1 o
Details ~ 67 e |
Workspace ® 68 — . image 00003
Name Class GO= ROIs: 1
70 ¥ M image 00004
e s L | ROIs: 1 v
Command Window . X =

Sfx>>

ROl Labels

Number of images labeled: 295/295 Total number of ROIs: 336

MATLAB TOUR 2017

4\ MathWorks'
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MATLAB makes Deep Learning Easy and Accessible

cre imageDS = imageDatastore (dir)
Learn about new MATLAB capabilities to Easily manage large sets of images

Handle and label large sets of images

Accelerate deep learning with GPUs

Visualize and debug deep neural networks

Access and use models from experts

MATLAB TOUR 2017 :
Video Labeler 36
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MATLAB makes Deep Learning Easy and Accessible

. Training modes supported:
Learn about new MATLAB capabilities to

Auto Select

GPU
Handle and label large sets of images Multi GPU (local)

Multi GPU (cluster)

Accelerate deep learning with GPUs

1500

Visualize and debug deep neural networks

Access and use models from experts - . I I

Number of GPUs

| |
Images p
o

MATLAB TOUR 2017 Acceleration with Multiple GPUs

37
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MATLAB makes Deep Learning Easy and Accessible

90

e
S 60

< s0

Learn about new MATLAB capabilities to

0 60 80 100 120 140 160 180 200

Tramlnq Accuracv Plot

Handle and label large sets of images
Accelerate deep learning with GPUs ]

Visualize and debug deep neural networks = peep bream Network Activations

Layer conv3 Features

Access and use models from experts

MATLAB TOUR 2017 | : :
Feature Visualization 38
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MATLAB makes Deep Learning Easy and Accessible

MathWorks Neural IS U S

Learn about new MATLAB capabilities t0  neworTookor

Contributions in Al v View by [Date v
Team 4
ti 2017 Submitted
wens s - Neural Network Toolbox Model for VGG-16 Network \,,{E,GN%T.JM@
Pre-trained VGG-16 network model for image classification
&= Conta 11 days ago | 14 downloads | WA Ak
. Submitted
- Handle and label large sets of images T
Pre-trained VGG-19 network model for image classification
11 days ago | 11 downioads | sk
o  Submitied
= Neural Network Toolbox Importer for Caffe Models Caﬁe
Software support package for importing pre-trained Caffe Models ~ MODELS
11 days ago | 15 downloads | kA
. . Submitted
» Accelerate deep learning with GPUs M
Pre-train xNet network model for image classification
o  Submitied
Al Deep Learning in 11 Lines of MATLAB Code
Use MATLAB®, a simple webcam, and a deep neural network to identify objects in your
surroundings.
« Visualize and debug deep neural networks
= Access and use models from experts Access Madels with 1-line of MATLAB Code

netl = alexnet
net2 = vgglo

MATLAB TOUR 2017 nets = vggld
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

- Handle and label large sets of images

= Accelerate deep learning with GPU’s

= Visualize and debug deep neural networks
AlexNet
VGG:16

= Access and use models from experts Caffe

MODELS

MATLAB TOUR 2017
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% Questions®?
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