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Predictive maintenance makes a lot of promises, from reducing machine downtime and eliminating 
unnecessary maintenance to adding revenue streams for equipment vendors with aftermarket services. 
These benefits are eminently achievable as long as you keep engineering and business challenges from 
getting in the way. 

This paper discusses four common obstacles that stop businesses from successfully implementing pre-
dictive maintenance, as identified through more than 100 conversations with engineers and engineer-
ing managers. Each of these challenges is solvable; this paper explains how.

1. We do not have enough data to create a  
	 predictive maintenance system.
Many predictive maintenance approaches rely on machine learning algorithms, so there must be 
enough data to create an accurate model. For predictive maintenance, this data usually originates 
from sensors on machinery. If the sensors are new or the way readings are logged limits the informa-
tion, you will need to think about the best way to access enough data to build your models. 

Take a close look at your list of data sources

You might find that your department does not collect enough data to power a predictive maintenance 
system. Consider whether other departments collect data as well. Perhaps the Controls division does 
not collect enough data, but what if it was combined with data from the Services division? Looking 
farther afield within your organization could be enough to meet your needs. 

Depending on the size of your business and where you are in the supply chain, it is worth looking at 
your agreements with your suppliers or customers. Cooperating to prolong the health and efficiency 
of equipment components may put you in a win-win situation that fosters data access between busi-
ness entities. This will not always be the case, but it is a potential data source that merits 
consideration.

Change how data is captured

Some systems operate in a “feast or famine” mode where little to no data is collected until a fault 
occurs. Others only log event codes and time stamps: engineers are notified that an event occurred, 
but not the sensor values at the time of the failure. Although this data may be useful for diagnostics, it 
is likely insufficient for developing models that can predict failures.

Consider changing the data logging options to record more data, perhaps on a test fleet if production 
data is not available. Depending on the load on existing embedded devices, it may be possible to 
reconfigure them to collect and transmit sensor data, or external data loggers may be necessary to get 
started. 
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A frac truck which carrying triplex pumps.

Use simulation tools to synthesize data

Generate test data using simulation tools and combine that data with what sensor data is available to 
build and validate predictive maintenance algorithms. This is done by creating models that cover the 
mechanical, electrical, or other physical system to be monitored. Synthesize sample data (by modeling 
output readings) and validate this against measured data to ensure the model is well-calibrated. This 
can be done at the component level first, then later at the system level for complex systems.

Condition and Performance Monitoring of Blowout Preventers at Transocean
 
Transocean needed to build condition and performance monitoring algorithms for their blowout preventers 
(BOPs). They used MATLAB® and Simscape™ to develop mechanistic models and analyze the data from their 
offshore drilling rigs. 

“One of the features that we use MATLAB for is to qualify our code to 
the industry standards. If the unit testing framework is good for the 
aerospace industry, it is good for our BOP application.”

— John Kozicz, Transocean Inc.
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Considerations

When considering data for a predictive maintenance system, begin to analyze data early to understand 
which features are important and which may be redundant. Depending on where you store your data, 
it can be expensive to keep an excessive amount of data that is not going to be used. Once you under-
stand which features of the data are the most important, you can make informed decisions about 
which data needs to be kept and which does not. One benefit of a tool like MATLAB® is that it is 
decoupled from the storage system; if you move from local to cloud storage, you can still run your 
analysis with minimal changes. 

2. We lack the failure data needed for accurate results.
Failure data is a crucial part of teaching algorithms to recognize the warning signs to trigger just-in-
time maintenance. Failure data may not exist if maintenance is performed so often that no failures 
have occurred, or the system is safety critical and cannot be left to fail. To stop this from becoming a 
fatal deficiency, you and your team can simulate failure data and learn how to recognize warning signs 
from available operations data.

Generate sample failure data

An engineer with deep system knowledge of how the physical components work will be able to gener-
ate sample failure data with the right tools. Using a simulation product like Simulink®, an engineer 
can build or use a physical model of the machine as described in the first challenge. Historically used 
tools such as failure mode effects analysis (FMEA) provide useful starting points for determining 
which failures to simulate. An engineer with sufficient domain knowledge can incorporate these 
behaviors into the model in a variety of scenarios, which simulate failures by adjusting temperatures, 
flow rates, or vibrations or adding a sudden fault. These scenarios can then be simulated, and the 
resulting failure data is labeled and stored for further analysis. 

https://www.mathworks.com/products/matlab.html?s_tid=OIT_19291
https://www.mathworks.com/products/simulink.html?s_tid=OIT_19292
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Products like Predictive Maintenance Toolbox™ simplify tasks like failure data generation and pro-
vide data ensembles for managing and organizing multiple datasets.

Using Simulink to generate fault data.

NOV Performs Real-Time Edge Analytics for Oil Well Drilling
 
NOV needed a practical, cost-effective way to make data-driven decisions in real time at the edge. They 
turned to edge computing and adopted Simulink Real-Time™ and Speedgoat® to prototype their Industrial 
Internet of Things (IIoT) and edge computing platform for drilling automation. This approach has enabled them 
to rapidly and efficiently churn through drilling analytics models to test their performance and stability with 
streaming data. 

	» Watch video

“Changes in the oil and gas industry are often slow; therefore, the 
ability to accelerate development can be a game changer. 
MathWorks has provided us with a set of tools that have helped us 
and will continue to help us prototype and deploy analytics for 
drilling.” 

— Ian Soukup, National Oilwell Varco

https://www.mathworks.com/products/predictive-maintenance.html?s_tid=OIT_19293
https://www.mathworks.com/products/predictive-maintenance.html#data-management-labeling
https://www.mathworks.com/videos/real-time-edge-analytics-for-oil-well-drilling-1545304774897.html


 6 

Understand the data available

Failure data might not be present, but operations data might show trends about how a machine 
degrades over time. 

Looking at the raw sensor data from a component, system, or machine with dozens or hundreds of 
sensors can be intimidating. Statistical techniques such as principal component analysis (PCA) can 
help reduce the dimensionality of such datasets and provide valuable insight into how equipment 
operates over time. PCA is one of many unsupervised learning techniques. Unsupervised learning is a 
branch of machine learning that attempts to find patterns and trends in unlabeled data. Depending on 
what sensors are available, certain types of failures may require looking at several sensors simultane-
ously to identify undesirable behavior. Unsupervised learning techniques transform raw sensor data 
into a lower-dimensional representation, which can be visualized and analyzed much more easily than 
the high-dimensional raw data. 

Using principal component analysis to visualize how equipment trends prior to failure.

Considerations

Try to keep the number of variables down to the minimum needed for an accurate model. It can be 
tempting to include every measured component to make sure nothing is missed, but this will result in 
a black-box model that is overwrought with complexity. Techniques like PCA avoid this situation and 
are a quantitatively rigorous method to achieve this simplification. 
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3. We understand the failures, but we cannot predict them.
Understanding the cause of a failure is important for your business, but there is a significant differ-
ence between identifying what went wrong and knowing how to predict it. Root cause analysis is an 
integral part of domain knowledge that, paired with predictive maintenance algorithms, creates an 
effective predictive maintenance program. If the algorithm part of the equation is a new and intimi-
dating undertaking, you can take these steps to reduce the learning curve.

Define goals

How do you know if a predictive maintenance algorithm is better than the previous way of doing 
things? It is important to define upfront what your goals are (e.g., earlier identification of failures, 
longer cycles, decreased downtime). You should then think about how the predictive maintenance 
algorithm will affect these goals. Building a framework that can test an algorithm and estimate its per-
formance relative to your goals will enable faster design iterations. It will no longer be up for debate 
whether a new algorithm is better than the previous state, but rather it will be clear if a new algorithm 
is better based on the agreed-upon goals.

Start small

If you and your team already know the causes behind failures, then the domain knowledge is there. 
Choose a project using a deeply understood system to practice on. Make sure you understand the fea-
tures and factors that affect the performance of the system, and build a predictive maintenance algo-
rithm. As the simplest starting point, it is worthwhile to consider if thresholding a feature is a 
significant maintenance indicator (typically done via control charts). The domain knowledge your 
team has will help with principal component identification as well as threshold values, such as a safety 
value that should never be exceeded. Beyond that, you may try simple models such as linear or logistic 
regression, which are quick to fit and easy to interpret. Once you and your team are comfortable with 
building the algorithms for a simple problem, you can apply that knowledge to more complex 
systems.

Modeling three types of faults: cylinder leaks, blocked inlet, and increased bearing friction.
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Gain confidence

When predictive maintenance algorithms begin to show promising results, use current and historical 
data to test and validate models before moving to production. Use the domain knowledge within your 
team to tune models to predict different outcomes based on the cost/severity of those outcomes. To 
further validate models, add generated failure data similar to known historical conditions and test the 
system. This validation step will build confidence that the process is working, whether by highlighting 
where the simulation doesn’t match reality and needs more work, or by endorsing the model’s 
accuracy.

Considerations

As with any new task, it is important not to try to do everything at once, only to get frustrated when 
the project feels too complex. Define clear goals, start small, validate against data, and iterate until you 
are confident with the results. Repeat this process to build up to more complex systems.

4. We do not know how to do predictive maintenance.
Every new technology requires investment that must be justified. Ideally, the time required to realize 
the value of the investment should be as short as possible. Quantifying how long until you see a return 
on investment is difficult when there are uncertainties about how quickly you and your team can 
become adept in these new skills. If machine learning has only recently been introduced, it is only nat-
ural to see what might be considered an advanced application of it as a risk. However, you can take 
concrete steps to minimize that risk and get up and running with a working predictive maintenance 
model as quickly as possible. 

Work with the tools your already engineers know

Instead of trying to introduce a new technology and technique, take advantage of new capabilities in 
the software already in place and focus on the new techniques. Some tools that engineers already use, 
such as MATLAB, have specific predictive maintenance capabilities, enabling engineers to continue 
working in an environment they know. These tools also provide reference examples and algorithms to 
help people new to predictive maintenance get up and running quickly as well as technical support, 
training, and consulting teams. The additional guidance can get the basics in place so you and your 
team can be confident that you approach problems in the best way.
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Learn the predictive maintenance workflow 

The basics of the predictive maintenance workflow.

The first step to getting started producing a working model is to understand the workflow and recog-
nize what might slow progress. To build and deploy predictive maintenance algorithms, there are five 
stages:

1. Access sensor data
Data can be gathered from multiple sources, such as databases, spreadsheets, or web archives. Make 
sure the data is in the right format, including date and time stamps. Large data sets may not fit into 
memory, and will require out-of-memory processing techniques or a cluster. Pain points are often 
around how to organize the data for analysis. If you don’t have enough data, you can generate data 
from a physical model of the machine to supplement normal usage, varying parameter values, differ-
ent system dynamics, or signal faults.

2. Preprocess data
Data in the real world is rarely perfect; it has outliers and noise that need to be removed to get a real-
istic picture of normal behavior. If the data has come from different sources, it will also need to be 
combined. If you remove anomalies, think about whether you want to replace them with approximate 
values or work with a smaller data set. Potential pain points include adjusting noise filtering or outlier 
settings or comparing the effect of different filtering on overall algorithm performance.

3. Extract features
Instead of feeding sensor data directly into machine learning models, it is common to extract features 
from the sensor data. These features capture higher-level information in the sensor data, for example 
moving averages or frequency content. Few engineers have a strong background in statistics, signal 
processing, and system modeling, so the use of familiar tools to perform feature extraction techniques 
simplifies this step. An iterative approach—in which features are added, new models are trained, and 
their performance is compared—can work well here to determine the effectiveness of different fea-
tures on the results. 

ACQUIRE DATA

Generated Data

Sensor Data

PREPROCESS DATA

DEVELOP DETECTION OR PREDICTION MODEL

Identify
Condition
Indicators

Train Model DEPLOY 
AND INTEGRATE
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4. Train the model
In this step, you classify data as healthy/faulty, set thresholds for healthy/warning/failure states, and 
estimate remaining useful life (RUL) for components. You’ll need to create a comprehensive list of 
failure scenarios to predict, choose classification methods, and simulate models. Apps provide graphi-
cal interfaces for applying machine learning that make it easy to get started and compare the results 
of training many different types of models.

Training predictive models that can estimate remaining useful life and provide confidence intervals 
associated with the prediction.

Baker Hughes Develops Predictive Maintenance Software for Fracturing Pumps Using 
Data Analytics and Machine Learning
 
Working in MATLAB, the Baker Hughes team analyzed the data imported from gas and oil extraction equip-
ment to determine which signals in the data had the strongest influence on equipment wear and tear. This step 
included performing Fourier transforms and spectral analysis as well as filtering out large movements of the 
truck, pump, and fluid to better detect the smaller vibrations of the valves and valve seats.

	» Read user story

“MATLAB gave us the ability to convert previously unreadable data 
into a usable format; automate filtering, spectral analysis, and trans-
form steps for multiple trucks and regions; and ultimately, apply 
machine learning techniques in real time to predict the ideal time to 
perform maintenance.” 

— Gulshan Singh, Baker Hughes

https://www.mathworks.com/company/user_stories/baker-hughes-develops-predictive-maintenance-software-for-gas-and-oil-extraction-equipment-using-data-analytics-and-machine-learning.html?s_tid=OIT_19220
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5. Deploy the model
Generate code and deploy models as an application on hardware. Models may be deployed to embed-
ded devices by converting them to a low-level language such as C, or they may be integrated with 
other applications in an IT environment. The pain here is often around lack of familiarity with code 
generation and IT integration. There are tools that can automatically package models to run in a pro-
duction environment like MATLAB Compiler™ and MATLAB Production Server™. Consulting can 
be particularly useful when trying to integrate these applications into IT systems. 

Considerations

Some businesses need daily reports on their machines, while others need real-time processing. Think 
about what level of supervision is necessary to your business. Also keep in mind the data types you are 
collecting—is it signal, image, or text data and could it be helpful in predicting failures? You will need 
the computing power to accommodate large volumes of data. Finally, consider how you need the 
results presented, how much insight into how warnings are determined is necessary, and who needs to 
receive these notifications.

Mondi Develops a Predictive Maintenance System
 
Mondi Gronau’s plastic production plant runs 24/7. With the help of MathWorks Consulting, they created a 
health monitoring and predictive maintenance application that enables plant workers to take corrective action 
and prevent serious problems. They completed it in six months and are saving an estimated 200,000 euros 
per year.

	» Read user story

“MathWorks Consulting’s support is among the best I’ve seen; the con-
sultants are fast and exceptionally knowledgeable. We’ve already 
seen a positive return on investment from cost savings, and now we 
have more budget and time to complete more machine learning proj-
ects that will provide similar benefits.”

— Dr. Michael Kohlert, Mondi

https://www.mathworks.com/products/compiler.html?s_tid=OIT_19296
https://www.mathworks.com/products/matlab-production-server.html?s_tid=OIT_19297
https://www.mathworks.com/company/user_stories/mondi-implements-statistics-based-health-monitoring-and-predictive-maintenance-for-manufacturing-processes-with-machine-learning.html?s_tid=OIT_19221
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Conclusion
Predictive maintenance is an achievable goal with the right tools, guidance, and motivation. Find the 
features, models, and methods that work for your business and iterate until you get it right—and 
remember you do not have to do it alone.

Learn More
•	 Using a Digital Twin in Predictive Maintenance – Journal of Petroleum Technology Article

•	 Introduction to Predictive Maintenance with MATLAB - eBook

•	 MathWorks Consulting for Predictive Maintenance – Service Overview

https://pubs.spe.org/en/jpt/jpt-article-detail/?art=7391
https://www.mathworks.com/campaigns/offers/introduction-to-predictive-maintenance-with-matlab.html
https://www.mathworks.com/services/consulting/proven-solutions/predictive-maintenance.html?s_tid=OIT_19295

